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Abstract

In this paper, we propose a control scheme of parallel manipulators focusing on the accuracy of acceleration on endplate, which is an important factor when parallel manipulators are used as acceleration displays. We use two controllers: dynamic controller to achieve accuracy of position and to stabilize the system, and $H_\infty$ controller to feedback the acceleration measured on the endplate. The main problem of dynamic control is computational complexity. In order to reduce computation time for inverse dynamics, parallel processing method called multi-thread programming is applied. $H_\infty$ controller is added outside the closed loop of dynamic control to remove the vibration of the structure and the influence of modeling errors in dynamic controller.

1 Introduction

Acceleration display is one of many applications of parallel manipulators. Although the Stewart Platforms driven by hydraulic cylinders [1] have been widely used for simulators, it is difficult to control precisely such type of manipulators because of time delay and nonlinearity of the hydraulic actuators. Recently, parallel mechanisms using rotational and/or spherical joints (Figure 1), instead of sliding ones, are coming into use because servo motors are more suitable for precise control.

A problem of parallel mechanisms is that it is prohibitively costly to compute the dynamics and kinematics in real time. Therefore, in most cases, only simple position control is applied and parallel mechanisms are not used unfortunately to the best of their ability in high speed motion. There are two technical reasons for the difficulty: (1) computation of unmeasured passive joint angles, and (2) computation of dynamics due to closed kinematic chains.

One of the time-consuming steps of dynamic control is inverse dynamics. There have been basically two approaches to the problem in closed-link structures including parallel mechanisms. They resemble in that some joints of the closed-link structure are virtually cut and the structure is transformed into equivalent open-link tree structure. The earlier method, which uses Lagrange multiplier to compute the force acting at the virtually cut joints, is not computationally effective. The later approach [2], using the Jacobian of the free joints with respect to the actuated ones, is known to require much less computation. It is also known that some of the computation in inverse dynamics of parallel mechanisms can be computed in parallel, because of the parallelism of the structure [3]. Even now real-time dynamic control without approximated dy-
namical models are not yet ready for practical use.

Dynamic control is usually designed for the rigid body model of mechanism, whereas the real mechanism includes structural flexibility that causes unmodeled vibration on the endplate. The supression of such vibration is significant when it is used for an acceleration display. Designing a controller usually requires many trial-and-error steps. An useful method, however, has been developed, in which a controller is designed systematically based on the experimental results for identifcation \cite{8, 9}.

The main goals of this paper are: (1) to reduce the computation time for dynamic control by taking account of the mechanical parallelism, and (2) to design an acceleration feedback controller which realizes smooth acceleration on the endplate.

We first provide with the general computational algorithm of parallel mechanisms and show its parallelism. We then implement the algorithm using parallel processing technique. Experimental results show the advantage of dynamic control over simple position control in the accuracy of position. In high-speed motions, however, a large vibration was observed on the endplate due to the structural flexibility. Also modeling errors such as the frictions of the joints, are difficult to estimate. In order to make the acceleration smooth and accurate, we designed and implemented an $H_\infty$ acceleration feedback controller for the dynamic control system. It was observed that the vibration and error of acceleration on the endplate was greatly reduced.

2 Dynamic Control Algorithm for Parallel Processing

The block diagram of dynamic control is shown in Figure 2, where $\theta_1$ is the actuated-joint angles measured by the encoders, and $x_E, \dot{x}_E, \ddot{x}_E$ are the position, velocity, acceleration of the endplate, $\ddot{x}_{Ed}$ is the reference acceleration, $\dot{x}_{Ed}$ is the acceleration which the manipulator should generate, $\tau_1$ is the torque required to generate $\dot{x}_{Ed}$, respectively. $G$ is the whole acceleration-input-output system. For serial link manipulators, this is nothing but the resolved acceleration control\cite{4}.

Using the virtual cut algorithm for closed kinematic chain dynamics \cite{3}, the dynamic control for parallel manipulators requires the following subcomputations:

1. Angles of the actuated joints $\theta_1$ are measured, and the velocity of those joints $\dot{\theta}_1$ can be computed by numerically differentiating $\theta_1$.

\[
\ddot{x}_{Ed} \rightarrow \text{Controller} \rightarrow \dot{x}_{Ed} \rightarrow \text{Inverse Dynamics} \rightarrow \tau_1 \rightarrow \text{Parallel Manipulator} \rightarrow \ddot{x}_E
\]

Figure 2: Block diagram of dynamic control

2. Compute the position of the endplate $x_E$ (forward kinematics).

3. Compute the kinematics in parallel at each leg $(i = 1, 2, \ldots, 6)$:
   
   (a) Compute the angles of the passive joints (inverse kinematics):
   
   \[
   \theta_i = g_i(x_E)
   \]
   
   where $g_i(x_i)$ is the function that gives all joint angles of each leg $\theta_i$.

   (b) Compute the Jacobian matrix of each leg in parallel $J_i = \partial x_E / \partial \theta_i$ and its inverse $G_i = J_i^{-1}$.

4. Form $S = \partial \theta_i / \partial x_E$ by gathering all the elements of $G_1, G_2, \ldots, G_6$ corresponding to the joints with actuators and compute its inverse $S^{-1}$.

5. Compute velocity of the endplate:

\[
\dot{x}_E = S^{-1} \theta_1
\]

6. Determine the acceleration of the endplate:

\[
\ddot{x}_E = \ddot{x}_{Ed} + K_D(\ddot{x}_{Ed} - \ddot{x}_E) + K_F(x_{Ed} - x_E)
\]

where $\ddot{x}_{Ed}, \ddot{x}_E, \ddot{x}_Ed$ and $x_{Ed}$ are the desired acceleration, velocity and position of the endplate, $\ddot{x}_E$ and $x_E$ are the current acceleration and position of the endplate, $K_D$ and $K_F$ are the feedback gains, respectively.

7. Here we virtually cut the joints between the endplate and the last link of all legs except for an arbitrary leg, thus the closed-link structure is virtually transformed into an open-link structure, assuming all the 31 uncut joints are actuated. Let $\theta_6$ be the angles of the uncut joints and $\tau_6$ the torques.

8. Inverse dynamics is computed in parallel at each leg $(i = 1, 2, \ldots, 6)$:
(a) Compute the velocities of all joints:
\[ \dot{\theta}_i = G_i \dot{x}_E \]  
(4)

and the accelerations:
\[ \ddot{\theta}_i = G_i (\ddot{x}_E - \dot{J}_i \dot{\theta}_i) \]  
(5)

(b) Compute the joint torques of the virtual open-link structure \( \tau_i \) by applying Newton-Euler formulation.

9. Form \( W = \theta_0 / x_E \) by gathering all the elements of \( G_i (i = 1 \ldots 6) \) corresponding to the uncut joints.

10. Transform the torques to those of the actuated joints in the real closed-link structure:
\[ \tau_1 = S^{-T} W^T \tau_0 \]  
(6)

where \( \tau_1 \) is the actuator torques.

Among these steps, 3. and 8. can be computed in parallel for each leg. The computation time would be reduced by parallel computing. Practically, since the parallel-computation part is divided by serial computation of steps 4. to 7, the overhead due to switching between serial and parallel processing becomes so large as to make parallel processing meaningless. It is desirable that there exists only one segment of parallel computation in the whole sequence of the computation.

For this purpose, we see the six legs of the parallel mechanism as six independent serial manipulators and apply Unified Computation [5] to each leg. This can be realized by taking some simple points into account:

- Set the coordinate of the endlink of each serial leg coincident to that of the endplate of the parallel mechanism. Acceleration and velocity of the endlink coincide with those of the endplate. Position can be computed easily from that of the endplate by subtracting the offset of the leg base.

- Set the mass and inertia matrix of each endlink 0 and \( O \) respectively, except for an arbitrary leg, for which their real values are used.

The new algorithm is summarized as follows:

1. Measure \( \theta_i \) and compute \( \dot{\theta}_i \).

2. Compute the position of the endplate \( x_E \).

3. Compute \( \ddot{x}_E \) by equation (3).

4. Compute the following steps in parallel for each leg \( i = 1, 2, \ldots, 6 \):

   (a) Compute the desired position of the endlink \( x_{di} \):
\[ x_{di} = B_i^T x_{E,i} - b_i \]  
(7)

   where \( B_i \) and \( b_i \) are the attitude and position of the base coordinate of leg \( i \), respectively.

   (b) Compute all joint angles \( \theta_i \) and their velocities \( \dot{\theta}_i \).

   (c) Compute the Jacobian matrix \( J_i \) and its inverse \( G_i \).

   (d) Compute the virtual torques \( \tau_i \) via Unified Computation [5], assuming all leg-joints are actuated. Note that inverse dynamics algorithm for serial-link manipulators can be applied without any modification.

5. Form \( W \) and \( S \) from \( G_i, G_2, \ldots, G_6 \) and \( \tau_0 \) from \( \tau_1, \tau_2, \ldots, \tau_6 \).

6. Transform the computed virtual torques to those of actuated joints of real closed-link structure by equation (6).

In this algorithm, some values are redundantly computed at all legs. For example, six velocities of the endlinks are that of the endplate. This computation was done only once in the old algorithm. Although some duplicate computations are included, it is time-wise more efficient to unify the parallel-computed part and to eliminate overheads due to synchronization and switching from parallel to serial computations and vice versa. Figure 3 shows the concept of unifying the parallel-computation part.

3 Implementation of Dynamic Control Algorithm

3.1 Multi-thread Programming

There are many architectures of multi-processor systems for robot control. For example one can connect some PC's, or select a special computer for I/O and interrupt handling to combine with a PC for other calculation. In general, PC's are not good at handling I/O and interrupts which are essential to the real-time control. Using special computers that have higher real-time ability has a large advantage. Disadvantages of such systems are: (1) the programs will be
tailored to the system, and (2) programming parallel algorithm is usually difficult.

We chose a PC with four Pentium processors, WindowsNT for the operating system, and multi-thread programming[6] to implement parallel processing. All of these technologies are standard items for PC's, though not very suitable for real-time control of manipulators. The advantages of such a system are:

- Various procedures for parallel processing, synchronization, locking variables, and so on, are well supported by the operating system.
- The programs to be developed for the system will run on any other systems with the same operating system (even if there is only one processor).

A multi-thread program creates multiple threads in one process. Threads are small parts of the whole computation and there is no restriction on the number of threads. The operating system will distribute threads among the processors in such a way to equalize computation loads to some extent. Thus, parallel processing is realized.

3.2 The Parallel Manipulator System

Figure 4 shows the parallel manipulator developed and used in the experiments. The kinematics of this parallel manipulator was originally designed by Takeda et al. [7]. We scaled up to make a platform for driving simulator. It has the ability of generating 2G with a load of 70kg.

We use a PC with four Pentium Pro 200MHz processors for parallel processing. The program is written in Microsoft Visual C++. WinRT is also used to drive I/O on WindowsNT. The servo motors are equipped with encoders to measure the input angles. Computed torques are input to the servo motors, which are run in torque control mode, through a D/A board. Acceleration on the endplate is also measured by the force sensor with a mass fixed at the center of the endplate.

3.3 Computation Time (Single Thread)

The computation time of each step in the algorithm when implemented in one thread is shown in Table 1. The CPU is Pentium Pro 200MHz.

Although inputs from the counter and outputs to D/A can be handled in parallel, they are handled serially in a single thread. The whole computation time, if computed in a single thread, becomes 4.6msec, the sampling frequency 220Hz.
Table 1: Computation time in one thread

<table>
<thead>
<tr>
<th>computation</th>
<th>time</th>
<th>remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>forward kinematics</td>
<td>0.92msec</td>
<td></td>
</tr>
<tr>
<td>read encoder counter</td>
<td>0.60msec</td>
<td>6 channels</td>
</tr>
<tr>
<td>inverse dynamics (1 leg)</td>
<td>0.43msec</td>
<td>2.58msec for 6 legs</td>
</tr>
<tr>
<td>torque transformation</td>
<td>0.19msec</td>
<td></td>
</tr>
<tr>
<td>output through D/A</td>
<td>0.30msec</td>
<td>6 channels</td>
</tr>
</tbody>
</table>

3.4 Implementation by Multi-thread Programming

In a multi-thread program, a thread called primary thread is created at the beginning of the program. The other threads are created by this thread. Unfortunately one cannot predict when and which processor executes the thread. Therefore, we must synchronize the threads by using some methods suspending / resuming threads, or setting / resetting events to let threads run in the order we want. By setting event, for example, a thread can inform others that a sequence of computations has finished.

In our program, primary thread creates seven threads: one for forward kinematics and the other six for inverse dynamics of each leg. The task and procedure of each threads become as follows (see also Figure 5):

1. **Primary Thread** Initialize parameters and I/O devices, and start the control loop. During motion, read the desired position, transform the torques, and output the torques to the D/A board.
   
   (a) Read desired position and wait for the forward kinematics computation to finish.
   
   (b) Resume the Forward Kinematics Thread and Inverse Kinematics Threads and wait for all inverse kinematics computations to finish.
   
   (c) Transform virtual torques into real torques, and output the result to the D/A board.

2. **Forward Kinematics Thread** Read encoder counter board and compute current position of the endplate.
   
   (a) When the computation of forward kinematics finishes, set Event1 and suspend itself.
   
   (b) Resumed by Primary Thread, return to (a).

3. **Inverse Dynamics Threads** Compute the virtual torque of the open-link structure.

   (a) Resumed by Primary Thread when all the necessary information is ready.

   (b) Finishing the computation of inverse dynamics, suspend itself. The last one sets Event2 before suspending.

![Figure 5: Scheduling of the threads](image)

3.5 Computation Time (Multi Thread)

The sampling time was reduced by the parallel processing down to 2.0msec, which is less than half of the time when computed serially.

It is impossible to reduce the computation time to a quarter of the original even there are four processors because of two reasons: (1) not all four processors are always computing at one time, and (2) some idling time is unavoidable waiting for other thread to finish computation.
3.6 Experimental Results

We executed experiments to see the advantage of dynamic control. The reference path is a simple constant acceleration motion in vertical direction.

3.6.1 Position

The motion shown in Figure 6 appeared when upward reference acceleration of 10m/s² for the first 0.1 seconds, and downward reference acceleration of 10m/s² for the next 0.1 seconds, were given. The position is computed from the input angles via forward kinematics computation. It is observed that timelag and overshoot are greatly reduced by dynamic control.

3.6.2 Acceleration on the Endplate

The real acceleration was measured on the endplate for constant acceleration motion as shown in Figure 7. Step reference acceleration of 5m/s² was given for the first 0.2 seconds, -5m/s² for the next 0.2 seconds. Although dynamic control achieves precise motion in terms of position, the acceleration measured on the endplate has large error and vibration due to mechanical flexibility of links of the parallel structure.

It is impossible to remove the mechanical vibration of the manipulator by this control method because it is not detected by the value of the encoder. The timelag, supposed to be caused by the friction of the joints, are also difficult to be estimated.

4 Acceleration Feedback Control

4.1 Joint Design of Identification and Controller

"Joint Design of Identification and Controller" [8, 9] is an approach to design a desirable controller which satisfies the control specification iteratively, based on $H_\infty$ or $H_2$ control theory. Since the controller is designed systematically based on the experimental results using identification theory, this method can avoid trial-and-error steps.

In this paper, we identified the closed-loop system including dynamic controller and then designed an $H_\infty$ controller because of the following reasons:

- By system identification, we can get a model of unmodeled dynamics such as the vibration due to the mechanical flexibility.

- As a system is stabilized with the dynamic controller, we can apply open-loop identification.

- Since $H_\infty$ controller is designed in frequency domain, it is suitable for removing vibrations of known frequency.

1To identify a plant of an open-loop system, while closed-loop identification implies to identify a plant inside a closed loop. It is known that closed-loop one is much more difficult than open-loop one. Our problem is to identify the mechanism with dynamic controller, for which open-loop identification can be applied.
4.2 Designing Controller

It is desirable to identify the whole 6DOF system with 6 inputs and 6 outputs. In this case the designed controller will be high dimensional and require a large computational load. Regarding the cross terms as disturbance, we assume that six axes are independent of each others and identify the system of each axis separately. A rationale behind this assumption is the fact that the dynamic controller approximately decouples the system’s behavior.

The controller is designed in the following steps:

1. System Identification
   First, we identify the system $G$ as a linear time-invariant system $G_m$ including the dynamic controller, whose input is the reference acceleration and output is the measured acceleration of the endplate. Note that both input and output are acceleration. Here we identify the SISO system of six axes separately assuming all axes are independent of each others. For the identification an M-sequence signal [10] was used for reference. The model was assumed to be of the third order, which includes vibration of the second order and the first order delay. The Bode plot of the identified system of vertical direction is shown in Figure 8. There is a pole near the frequency of 100 rad/s as expected from Figure 7.

2. Controller Design
   Next, we design the controller $K$ using the identified model $G_m$, which satisfies the following cost function $J$:

   $J = \| W_T K (I + G_m K)^{-1} G_m \|_\infty < 1 \quad (8)$

   where $I$ is the unit matrix, $W_T$ and $W_S$ are the weighting functions. Model error $\Delta$ is assumed to be in the form of $G = G_m (1 + \Delta)$. Robustness against model error and low-sensitivity against noise are realized by $W_T$ and $W_S$, respectively. $W_T$ and $W_S$ are obtained from the spectral analysis of the experimental results.

3. Adding the controller to the system
   The controller $K$ is put into the closed-loop system shown in Figure 9, where $G_D$ and $F$ are the desired response of the system and the filter to remove noise of the sensor, and set as follows, respectively.

   $G_D = \frac{100^2}{(s + 100)^2} \quad F = \frac{1}{s + 30} \quad (9)$

   Finally we obtain the controller $\hat{K}$, whose inputs are the original reference acceleration given by the user $\hat{x}_d$ and the sensed acceleration $\hat{x}$, output is the reference acceleration to the dynamic controller $\hat{x}_d$. If $\Delta = 0$, the transfer function from $\hat{x}_d$ to $\hat{x}$ becomes $G_D$.

4. Repeat 1.-3.
   When the system show unsatisfactory responses, we identify the closed-loop system as a new system $G'$ and repeat the procedures of identification, designing and adding the new controller.

4.3 Experimental Results

We designed and implemented a controller in the way described in the previous section. The same reference acceleration as in Figure 7 was given to the new system with acceleration feedback. The acceleration measured on the endplate is shown in Figure 10.
Comparing to the result in dynamic control only (Figure 7), it is observed that the vibration and time-lag are greatly reduced. The influence of the cross terms with the other axes has turned out to be sufficiently small, which experimentally supports our assumption of independency of the six axes.

![Figure 10: Measured acceleration with feedback](image)

5 Conclusions

The following four conclusions concerning the control of parallel mechanisms for acceleration displays were earned in this study:

1. A new dynamic control algorithm was established for parallel manipulators taking the mechanical parallelism into account. The algorithm is more efficient when computed in parallel.

2. The algorithm was implemented using multi-thread programming, and real-time dynamic control was realized without simplification.

3. In order to remove the vibration observed in high-speed motion, acceleration feedback controller was designed through identification and $H_{\infty}$ control theory.

4. Experimental results illustrated that the whole system achieves very smooth and accurate acceleration on the endplate.
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