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In this paper, we aim at minimizing the actuator torques of robots working on production lines by adding to the mecha-
nism dynamic equilibrators based on nonlinear springs, that work in parallel with the joints. We propose a method to
simultaneously optimize the trajectory of the robot and the force profiles of the nonlinear springs to minimize the actua-
tor torques. First, we express the trajectory and force profiles of the springs as a Hermite interpolation of a finite number
of nodes, and then we show that the cost function of the optimization problem is a quadratic function of the springs
design parameters. We derive a closed-form solution of the optimal spring parameters as a function of the trajectory
parameters. As a consequence, the initial optimization problem is reduced to a trajectory optimization problem, solved
with a sequential quadratic programming algorithm. We explain how the cost function can be modified to tune the non-
linearity of the springs and impose constraints on the stiffness. We show an example of optimal design of a three-
degrees-of-freedom serial manipulator. Finally, we show that the nonlinear springs calculated for this manipulator can be

technically realized by a noncircular cable spool mechanism.
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1. Introduction

Robotic devices used for industrial processes are gener-
ally designed with stiff links and joints to ensure an
accurate positioning of the end-effector. In such robots,
the actuators have to counteract not only the gravity
forces but also the inertial forces of the links which mag-
nitudes increase when the operating speed increases. The
actuators are used to change the mechanical energy of
the system by providing positive or negative work. How-
ever, if the actuators are not back-drivable (like when
used with gears with high reduction ratios), negative
work is achieved by dissipating the mechanical energy,
and the amount of energy to dissipate increases with the
operating speed. This results in a poor energy efficiency,
especially in high-speed motions.

In a robot undergoing a periodic motion, the intro-
duction of springs in the mechanism can lead to a signif-
icant reduction of the energy consumption [1-3]. The
elastic elements act as storage for energy which can be
fed by the kinetic energy or the gravitational potential
energy of the system. This energy then can be returned
back to the system, the springs behaving as passive actu-
ators. A common application of springs in machines or
robots is the static compensation of gravity forces (spring
equilibrators) [4-8]. Springs can also be designed to

compensate for dynamic loads in periodic motions such
as legged locomotion [2,9-11]. Compensation of
dynamic loads using springs, though, work efficiently
only if the frequency of the motion is close to the
resonance frequency of the system [12]. Therefore, it is
necessary to adapt the stiffness of the springs depending
on the frequency of the motion. A simple solution is to
use programmable springs [13]. A programmable spring
consists in a series elastic actuator (SEA) [14] and a con-
trol loop programmed to make the actuator behave like a
spring with the desired stiffness. The drawback of pro-
grammable springs is that the actuator of the SEA con-
tinuously consumes energy except in the case of a
harmonic motion in which frequency matches the reso-
nance frequency of the SEA’s spring. Another solution is
to use variable stiffness actuators (VSAs). VSAs are
compliant actuators using two motors to control indepen-
dently the force and the stiffness. A VSA can be realized
by the antagonistic action of two SEAs [15-23] or use
an actuator to provide the force and the other one to
change the stiffness [1,24-30]. Similar to the case of
constant springs, the stiffness of the VSA must be tuned
so that the resonance frequency of the mechanism
matches the frequency of the motion. This means that if
the motion does not have a constant frequency, the
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stiffness must be tuned during the motion. However, in
this case, most VSAs will become inefficient from an
energetic point of view. This is due to the mechanism
used to regulate the stiffness. In most of these actuators,
compliance is controlled through adjusting the pretension
of elastic elements. In other words, the stiffness is chan-
ged by adding or subtracting potential energy to springs.
Since the motors are working against the restoring forces
of the springs, changing the stiffness of the mechanism
demands considerably high energy [30], except if the
VSA is designed with the motors working perpendicu-
larly to the force of the springs [1].

In this paper, we propose a different design strategy
based on nonlinear springs placed in parallel with the
actuators. Since the springs are nonlinear, the stiffness is
a function of the displacement of the spring, thus a
function of the joint coordinates. Since the joint coordi-
nates change when the robot moves, the stiffness
becomes a time-varying function. Consequently, the
nonlinear springs behave like VSAs but do not consume
energy to change the stiffness. In order to minimize the
energy consumption, we want to determine the optimal
spring force profiles and the optimal trajectory. On the
one hand, if we know the spring force profiles, we can
determine the optimal trajectory using the theory of
optimal control. One the other hand, if we know the
trajectory, we can determine the optimal spring force
profiles using inverse dynamics. Optimizing both the
spring force profiles and the trajectory is a tricky
problem because the optimal spring force profiles depend
on the trajectory and vice versa. In [2,10,12,31-34],
several methods were proposed to simultaneously
optimize the trajectory and the stiffness of the springs,
but they are limited to linear springs. In [35], a method
was developed to simultaneously optimize the trajectory
and the time-varying stiffness of VSAs. However, this
method is not suitable to solve our problem since in
[35], the stiffness is an arbitrary function of time
whereas in the case of nonlinear springs, the stiffness is
a function of the joint coordinates.

We propose an optimal design method to simulta-
neously design the trajectory of a robot and the torque
profiles of nonlinear springs located at each joint and
acting in parallel with the actuators. The optimization
process aims at minimizing the actuator torque'. First,
we discretize the trajectory and the nonlinear torque
profiles of the springs with a finite number of parameters
(thereafter referred as ‘trajectory parameters’ and ‘spring
parameters,” respectively). Then, we show that the cost
function of the optimization problem, defined as the
integral of the actuator torques, is a quadratic function of
the spring parameters. We express the optimal spring
parameters as a function of the trajectory parameters,
and rewrite the optimization problem so that it depends
only on the trajectory parameters. We explain how the

cost function can be modified to tune the nonlinearity of
the springs and impose local conditions on the stiffness.
We use an sequential quadratic programming (SQP)
algorithm to optimize the trajectory. We show an exam-
ple of optimal design of a three-DOF serial manipulator.
Finally, we show that the optimal nonlinear springs
calculated for this manipulator can be realized by a
noncircular cable spool mechanism [36].

Since the nonlinear spring equilibrators are optimized
for a given trajectory, this method is suitable for robots
working on production lines and achieving repetitive
tasks such as picking or assembling.

2. Problem statement
2.1. Equations of motion and design constraints

We consider a robot with n degrees of freedom (DOFs).
Each joint is driven by an actuator and a nonlinear
spring which act in parallel (the joint torque is the sum
of the actuator torque and spring torque). Assuming that
the mass—inertia parameters of the nonlinear springs are
negligible compared with those of the system elements,
the equations of motion of the robot can be written as:

A(q)g + Bg,q) = u(?) +w(q) ()

where, ¢ is the time, ¢ = (¢1(¢), ¢2(¢), - . ., gu(?))" is the col-
umn vector of joint variables, u = (u1(£), uz(?), . . ., un(t))"
is the column vector of actuator torques,
w = wi(g1),w2(q2), - .., wa(gy))" is the column vector of
nonlinear spring torques, A(q) is the mass matrix, and
B(q, g) is a matrix which contains the Coriolis, centrifuge,
and gravity terms. Note that the torque of each nonlinear
spring w; depends only on the joint variable g; of the joint
where the spring is located. All w; are continuously differ-
entiable functions.

Different constraints are imposed on the trajectory,
actuator torques, and spring torques. These constraints
have the form:

G(4(0),4(0), ¢(T),4(T)) = 0 2
{90, 4(} € 0,1 € [0,T] A3)
w(q) € W, q € [quin; Gmar] 4)

u(t) e U,t €[0,T] (5)
Filq(0),4(0),1) <0 (6)

where, G are the boundary conditions, Q is a given
domain of the phase space of the system under consider-
ation (joint angular range and maximum velocity) and W
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and U are the set of permissible nonlinear spring torques
and actuator torques, respectively. F; are constraints
imposed to the trajectory depending on the robot task.
For example, if the robot has to stop to the coordinates g
from # to t,, we use the constraints:

Fi=@®O-q) HC—t)-Hi-1) (7)

Fo=(qst) = @) (Ht—1) —H({t—1) ()

Furr = (Gi(6)) (H(t— ) — H(t — 1)) )

Fon = (Gu0)* (H(t — 1) = H(t = 1)) (10)

where, H is the Heaviside step function.

2.2. Cost function

We define the cost function of the optimization problem
as the time integral of the actuator torques:

c=3 [l (1)

where, t=0 and =T are the start and finish time of the
motion. We define uy(¢) as the required actuator torque
vector to achieve a given trajectory ¢(f) when the joints
are driven only by the actuators (no springs). u(?) is cal-
culated by inverse dynamics as:

uo(?) = A(q(1)4(1) + B(q(1), 4(1)) (12)

When the joints are driven by both the actuators and
nonlinear springs, the required actuator torque vector u(?)
to achieve a trajectory g(¢) is calculated as:

u(?) = uo(t) — wiq()) (13)

Substituting (13) in (11), we rewrite the cost function as:
1 T 5 T
c=5 [ luolPa~ [ wgomotn a
0 0

5 [ ItaonPar (14)

The optimization problem consists in finding the tra-
jectory ¢(f) and torque profiles of the nonlinear springs
w(g) which minimize C while satisfying the boundary
conditions (2) and constraints (3,4,5,6).

3. Parameterization of the trajectory and spring
torque profiles

For each joint i, the range of the joint variable
[¢imin; ¢imax] 18 divided into N equal subintervals of
length Ag;. These intervals define N+ 1 nodes:

gi; = (G — DAG;: + Gimin, j € {1.N+1},
with qiN+1 = qimax (15)

A third-order polynomial is used to represent the tor-
que w; of the ith nonlinear spring on each subinterval. The
value of w; and its derivative at the nodes g;; are used as
design parameters. For each subinterval, the unique third-
order polynomial is defined that has values (f; ;, /i j+1) and
derivatives (s;;,s;;+1) at the end points of [g;;,qi jt1).
This definition allows the spring torque at any point
qi = 4, + PiAC]i in [qimh qi,j-H) to be written as:

wi(g; € [CIU,C]:‘JH))
= o fije1 + Bi fij + (i Sijp1 + 6 si)Agq;  (16)

where, a;, f;, v;, 0; are calculated as:

% = p;(3—2p) (17)
Bi=2p] —3pi +1 (18)
7= pj(p; = 1) (19)
5= pip;— 1) (20)

qi — q:‘,min
pi(qi € [qi,mina qi,max)) = T mod 1,
qi (1)

pi(qimax) = 1

This scheme, called Hermite interpolation, automati-
cally gives continuity of the torque and its derivative at the
nodes. An example of torque profile is shown in Figure 1.

From (16), the spring torque w; at any point of
[i.mins ¢imax) is calculated as:

N

wi(g:) = Z[(% Jijr + B fiy + (i sij1 + 9i si)Aqs) Xij(qi)]

J=1

(22)
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Figure 1. Interpolation of a spring torque profile. The values
of the torque f;; and its derivative s,,, at each node are used as
design parameters. On each subinterval, the torque is expressed

by a third-order polynomial uniquely defined by its values and
derivatives at the endpoints of the subinterval.

% (@) = 1if g; € [q5,i1)), 0 if i ¢ [gi, qij1])
(23)

Xi, N (qi,lnax) - 1
where, the functions %, are the indicator functions of the

subintervals [g; ;, q;, j+1)‘- We gather all the design parame-
ters (f; ;, si jAq;) in a vector y;, and rewrite (22) as’:

wi(q;) = wiT(Qt)Yi (24)

Vi = Vm, (SUA%'), ceey fz:,j, (Sl,qul); ceey
fivets GinaAg)] (25)

Yi(g:) = [ﬁi%i,n 51‘?(1',17 cee (OciXi,j—l + :BiXij)v
(Vi%i,j—l + 51‘%53/)7 ey XN “/fXLN]T (26)

Finally, the vector of all spring torques is expressed as:
w(g) =¥ (@)Y @7)
Y:[y{,...7y:]T (28)

¥(q) = blockdiag(yy,(q1), - - -, ¥,(qn)) 29)

where the operator blockdiag stands for ‘block diagonal
matrix’,'W(g) is a matrix function of the joint variables,
and Y is a vector which contains the interpolation data
points of all torque profiles of the nonlinear springs.

The elements of Y are thereafter referred as ‘spring
parameters’.

The trajectory is parameterized in a similar way, the
only difference being that the interpolation nodes are the
same for all DOFs (because the time variable is the same
for all DOFs). The total time interval [0, 7] is divided
into N; equal subintervals of length Az. These intervals
define N, + 1 nodes:

th=0k—-DAt, ke{l...N,+1}, with &1 =T (30)

A third-order polynomial is used to represent the
joint variable ¢; on each subinterval. The value of the
position x;; and velocity v;x at the nodes # are used as
design parameters. Using a similar methodology as for
the parameterization of the torque profiles of the nonlin-
ear springs, we express the ith joint variable as:

(1) = ¢] () x: (31
Xi = [X,‘_]l, (vi,lAt)7 sy Xi ks (vi,kAt)7 ceey
Xin1s (Vw1 AL g (32)
(pi(t) = [:BTH 5—[17 ey (O(Tk—l + ﬁ’rk)a (ka—l + 5Tk)7
sy 0TN, “/TN,]T (33)

where the functions 7; are the indicator functions of the
subintervals [#,#1). Finally, the vector of all joint vari-
ables is expressed as:

q(1) = (X (34)
X=X (35)
() = blockdiag (¢, (1), ..., 9,(0)  (36)

where @(¢) is a time dependent matrix. X contains the
interpolation data points of all DOFs of the trajectory.
The elements of X are thereafter referred as ‘trajectory
parameters.’

Thereafter, the optimization problem consists in find-
ing the trajectory parameters X and spring parameters Y
which minimize C while satisfying (2)—(6).

4. Optimization of spring and trajectory parameters
4.1. Cost function at optimal spring design

Substituting (27) and (34) in (14), we rewrite the cost
function as:
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1 T
e, 1) =5 [ N0 Par

— / ' YTW(DT ()X )uo(t)dt

+l / TY“P(@T(t)X)\PT(cDT(z)X)Ydt (37)
2 Jo

Since Y is not time-dependent, we can rewrite C as:

CX,Y)=CoX)-ZI(X)Y + %YTK(X)Y (38)
Co(X) = % /0 ||uo(2)| [*dt (39)
Z(X) = / T‘P((I)T(I)X)uo(t)dt (40)

KX) = /0 T‘I’((I)T(t)X)‘I’T(CDT(t)X)dt 41)

where K is a symmetric matrix. K, Z and Cy are func-
tions of the trajectory parameters X but independent
from the spring parameters Y.

Formally, the optimal parameters (X*,Y™) are obtained
by minimizing C with respect to X and Y simultaneously:

dC(X,Y)

= = 42
x| =0 42)
acwx,y)

oy H*fo (43)

However, since (38) is a quadratic function of Y, we
can solve (43) and express the optimal spring parameters
as a function of the trajectory parameters>.

Y'(X) = K '(X) Z(X) (44)
Substituting (44) in (38), we obtain the cost function
at optimal spring design C* as:

C'(X) = CX, Y"(X))

= G0N A ZT K 0Z00 (49)

Since the optimization of the nonlinear springs is
‘embedded” in C*, this function depends only on the tra-
jectory parameters X. The first term of C* evaluates the
trajectory when the robot is driven only by the actuators,
and the second term evaluates the improvement due to
the contribution of the nonlinear springs.

4.2. Adjusting the nonlinearity of the springs

Depending on the trajectory parameters, the optimal
spring parameters may result in highly nonlinear torque
profiles which would not be realizable technically. Thus,
in order to control the nonlinearity of the springs, we
add to (38) a term which weights the nonlinearity of the
profiles. A geometrical way to measure the nonlinearity
is to use the mean value of the square of the curvature k
of the torque profile:

1 qi,max @
— / K* dg; with k= S T s (46)
NAql 4i,min dw 2\2
(1 + (%) )

Pw

Since x < | agl» we can simplify (46) by dropping the
term ‘é—‘(;. This provides a more tractable expression to
weight the curvature.

2

1 qi,max d2W
N - : 4
Vi / ( dq2> dg, @7)

4i,min

Using (47) to weight the nonlinearity of the torque
profiles, the cost function (38) becomes:

CX,Y)=Co(X)—Z"T(X)Y + %YTK(X)Y

A (dwia))
| 4
NAq’ /q\hmin < dql2 ) dql ( 8)

/J; are weighting coefficients that the designer can mod-
ify to adjust the nonlinearity of each torque profile. The
higher the values of 4;, the more linear the springs. If all
A; are set to zero, (48) is equivalent to (38).

Substituting, (24) in (48), we rewrite the new term as:

1 b /’qt.max (dei(q;')> 2
_ dql
2 l:zl NAql 4imin dqlz

1 i dimax §20, 2T
=2 | / —lé lpz
2 NAg; dg; dg:

i=1 i

1 n
+52,

i=1

qi,min

dg; )’i] (49)

We decompose ¥, as follows:
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N ~
Y, = Z lpi,/’ Xij (50)
=

- o )
Viy =1 0.0 Bidnowy, 0.0 ] 1)

2(j—1) zeros 2(N —j) zeros

where o;, f;, 7;, i, and y;;, were defined in (17)—(20),
(23), respectively. Substituting (50) in (49), we obtain:

1< il_ . Gi;max dZw lﬁ,
5; NAq,-y”/v i dp 9

4i,min

I A N
_EE[N(A%) Z</ 7 d) ]

(52)

where p; was defined in (21). Since o;, f3;, y;, and J; are
third-order polynomials of p;, the integral term in (52)
can be calculated by integration by parts as:

ldzlzi\/dz‘%/d _ [, & " djV/T "
/0 a7 a7 T g apr | |V
e

pi=0

(53)

Calculating (53) from the equations of o;, f3;, ;5 i,
we obtain

[ B P /1d2w,,d2w,,
2z 1 “ W Vi gy |y,
2[:21 N(AQi)4yl ]_Zl o dpi dpf prpy

2;}[N(Aqi)4y, 0y (54)

where, the matrix Q is calculated as:

O O
05 O
= (55)
0 O
L o7 O]
12 6
0 = [ 6 4] (56)
12 -6
o-|% 7] (57

-12 6
0= { - 4] (58)
24 0
Finally, (48) is equivalent to
CX,Y)=Co(X) - ZT(X)Y + %YTK(X)Y
+ lYTGY (60)

2

where, the matrix G is defined as:

G = blockdiag (N(A ¥ 0,.. N(A )4 Q) (61)

We see that we can control the nonlinearity of the
spring torque profiles by adding to the cost function a
term 7Y7GY, where the matrix G is symmetric. From
(60), we derive the modified cost function at optimal
spring design:

€00 = CoX) — 3 Z KX + 6200 (62)

If all weighting coefficients 4; are set to zero, (62) is
equivalent to (45). Note that since the matrix Q is con-
stant, it can be calculated before the optimization process
in order to reduce the total calculation cost.

4.3. Adding constraints to impose positive stiffness

So far, the only constraint that we have imposed to the
load—displacement functions of the spring is to be C!
piecewise third-order polynomial functions (this con-
straint is imposed implicitly by the choice of the interpo-
lation method). Consequently, the load-displacement
functions defined by the optimal spring parameters in
(44) may exhibit negative stiffness. If the robot has to
keep a static position for a long time, a design with neg-
ative stiffness may not be energetically optimal because
the control loop will consume energy to artificially
stabilize the system. Therefore, in this section, we
propose a methodology to impose the stiffness to be
positive at given joint coordinates (chosen by the
designer).

We consider the ith DOF of the robot. For a given

joint variable g;, the stiffness of the spring is given by

dw’(q’) (since w;(g;) is defined as the force applied by

the sprlng to the joint, the restoring force of the spring is
—wi(g:)). We note g, ; as the joint variables where we
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constrain the stiffness, and ngz as the number of con-
straints applied to the ith DOF. For each joint variable
q; ,» we impose the spring stiffness to be at least equal to
d; ;>0. The set of constraints can be written as:

d i\Yi
Gl ), -l (6
I dql qi= gi./
From (24), dvg"—g]") is calculated as:
dwi(qi) /
dg i (qi)y: (64)

where /} is calculated as:

1
/ / / 5 /.
vilgi) = A_ql_[ﬁ,%i,la 51'Xi,1a S (O‘;)Ci,j—l + Bi/{ij)a

Ot + 0y s Aians Vi) (65)
4, = 6p.(1— p,) (66)

B = 6pip; = 1) (67)

7 =3p; —2p, (68)

O =3p>—4p,+1 (69)

p; 1is calculated using (21). We rewrite (63) as

@y, +Di<0 (70)

where
©; = [i@.). - Vi@, )] (71)
Dy =[dis, .. din ] (72)

The notation < 0 in (70) means that each element of
the vector ®,~T yi +D; must be negative. Gathering the
constraint relationships of all DOFs, we rewrite (70) as

@'Y +D<0 (73)

where,
® = blockdiag(®,,...,0,) (74)
D=[D!, .., D (75)

The cost function C defined in (38) is continuously
differentiable in Y (because it is a quadratic function)
and the inequality constraints (73) are linear in Y. Con-
sequently, if Y* is the vector of optimal spring parame-
ters (i.e. which minimizes C) under (73), then there
exists a vector of constants # called Karush-Kuhn-Tucker
(KKT) multipliers such that

Vy[CX, Y) +3n"(@"Y + D) =0

SKY'—Z+0On=0 (76)
'Y +D<0 77

n>0 (78)

(@'Y +D)=0 (79)

(76) is the stationary condition, (77) is the primary
feasibility condition, (78) is the dual feasibility condition,
and (79) is the complementary slackness condition. The
KKT approach generalizes the method of Lagrange mul-
tipliers, which allows only equality constraints. See [37]
for the derivation of the KKT conditions. One of the
main issue in solving optimization problems with
inequality constraints is to determine which constraints
are active and which constraints are not. In this paper,
we proceed the following way: we consider all the possi-
ble combinations of active/inactive constraints, and solve
each optimization problem successively. For each prob-
lem, we verify that the solution (Y*,#) satisfies all the
KKT feasibility conditions. If several solutions verify all
the feasibility conditions, we choose the solution with
the ¥* which minimizes C.

For a given combination of active/inactive con-
straints, the optimization problem is solved as follows:
we note (@ue, Daet) and (Oinact, Dinact) as the couple
(®,D) built by considering the active and inactive con-
straints, respectively. The vector of KKT multipliers
related to the active constraints is #,,. Note that as a
consequence of (79), Ni,.t = 0. Rewriting the KKT con-
ditions with these new variables, the vector of optimal
spring parameters is solution of the problem:

KY" —Z + Ouilfyy = 0 (80)
Ol Y + Dy =0 81)
®§1actY* + Dinact<0 (82)

Mact>0 (83)



Downloaded by [Tokyo Institute of Technology] at 19:57 25 April 2013

40 N. Schmit and M. Okada

Assuming that (@thK’lG)act) is invertible, we solve
the system (80), (81) with respect to Y* and n. We

obtain:

V'"=K'YZ-0,,K'2) (84)
N =K' Z (85)
where,
K =0l K'0., (86)
Z=0l K 'Z+ Duy (87)

Note that KC is a symmetric matrix. If Y* satisfies the
conditions (82) and (83), we calculate the cost function
at optimal spring design C*(X) = C(X, Y*(X)) with the
Y* calculated in (84):

€00 = CoX) — 5 770K 02(X)
+ %ZT(X)/C*‘ X)ZX) (88)

The cost function defined in (88) evaluates the trajec-
tory parameters for the optimal springs design satisfying
the constraints (63). Note that if we also want to adjust
the nonlinearity of the springs, we just have to replace K
by (K+ G) in all formulae, where the matrix G was
defined in Section 4.2.

4.4. Optimization of trajectory parameters

In Section 4.1, we defined the cost function at optimal
spring design C* (45) which depends only on the trajec-
tory parameters. The next step consists in finding the
optimal trajectory parameters, which means finding the
vector X which minimizes C*. However, since this func-
tion is nonlinear, it is not possible to derive a closed
form expression of the optimal trajectory parameters,
except for a few simple cases. Thus, we use a SQP algo-
rithm to find an approximate solution of the optimal tra-
jectory. SQP methods solve a sequence of optimization
subproblems, each which optimizes a quadratic model of
the objective subject to a linearization of the constraints.
We used the SQP method implemented in Matlab to
optimize the trajectory parameters. Details on SQP meth-
ods can be found in [38].

5. Example of optimal design

We consider the 3-DOF serial manipulator shown in
Figure 2. ¢; is the length of link 7, 4; is the distance from

the origin of the coordinate frame attached to link i to
the link’s center of mass, 6; is the angular displacement
of coordinate frame i with respect to coordinate frame
(i — 1) (coordinate frame O is the reference frame), and g
is the acceleration of gravity. As design constraints, we
impose the end effector to stop at prescribed positions
during chosen time intervals. These constraints are sum-
marized in Table 1. From time O to 1s, the end effector
must stop to coordinates (30, 10, 20), from time 5 to 6,
the end effector must stop to coordinates (60, 80, 40),
etc. Note that we imposed a same constraint at 1 =0s
and ¢ = 20s in order to synthesize a periodic motion.

The initial and optimal trajectories are shown in
Figure 3. The labels p;—ps indicate the constrained parts
of the trajectory. The initial and optimal paths are shown
in Figure 4. The manipulator (in blue) is drawn at time
t = 8s. The label ps is not displayed because it would
appear exactly above the label p;.

In the left column of Figure 5, we show the restoring
torques of the nonlinear springs. The vertical dashed
lines show the location of the interpolation nodes of the
torque profiles. An increasing restoring torque corre-
sponds to positive stiffness while a decreasing restoring
torque corresponds to negative stiffness. In the right col-
umn of Figure 5, we show the torques applied to each
joint by their nonlinear spring, actuator, and the total tor-
que. We can see on Figure 5(d) and (f) that a significant
part of the total torque is provided by the nonlinear
springs, thus reducing the average actuator torque. In
Table 2, we show the average absolute actuator torques
for a design with no springs, a design with optimal linear
springs and a design with optimal nonlinear springs. The
first row shows the value of the actuator torques for the
initial trajectory and the second row shows the values of
the actuator torques for the optimal trajectory. We precise

Figure 2. 3-DOF serial manipulator.
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Table 1. Time constraints on the position of the end effector.

t(s) x (cm) y (cm) z (cm)
P [0,1] 30 10 20
)2 [5,6] 60 80 40
D3 [10,11] -50 —40 70
Da [15,16] -50 100 120
Ps 20 30 10 20

that the optimal trajectories are different for the three
designs: no springs/linear springs/nonlinear springs. The
results for the design with linear springs were obtained
by setting the coefficients A; (see Section 4.2) big
enough so that the torque profiles of the springs are
almost linear. From this table, we understand that the
design with the best performances is obtained by a
simultaneous optimization of the trajectory and the
nonlinear spring torque profiles.

As explained in Section 4.2, we can control the
nonlinearity of the springs by tuning the design parame-
ters A;. In Figure 6, we show how the torque profile of
the first nonlinear spring (Figure 5(a)) is modified when
we change the parameter /;. The greater the value of 4;,
the more linear the torque profile. The coefficients 4;
should be tuned so that the torque profiles are smooth
enough for the springs to be realizable technically. In
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(a) Initial design

Figure 3. Trajectory of the manipulator (joint variables).
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y-axis (cm)

x-axis (cm)

(a) Initial design

Figure 4. Path of end effector.

Joint angle 6 (°)

z-axis (cm)

Figure 7, we show a spring torque profile designed with
local stiffness constraints. We imposed the stiffness of
the torque profile shown in Figure 5(a) to be strictly
positive (superior to 0.05 Nm/rad) at the positions p;—p4
(see Table 1). The red dash-dotted tangents show the
active constraints and the blue dotted tangents show the
inactive constraints. With this method, we ensure that the
stiffness of the spring is positive where the manipulator
has to keep a static position for a while.

6. Technical realization of the nonlinear springs

The spring synthesized in Section 5 are nonlinear and
exhibit negative stiffness on a part of their displacement
range. Since these springs do not correspond to any oft-
the-shelf spring, we propose to realize them with the
mechanism presented in [36]. This mechanism consists
in a linear spring connected to a cable wound around a
noncircular spool whose shape is calculated so that the
mechanism behaves as a nonlinear rotational spring with
the prescribed torque profile. The spring mechanism is
attached to each joint as shown in Figure 8.

Since this mechanism can only handle positive tor-
ques, the nonlinear springs are realized by the antagonistic
action of two cable-spool mechanisms. The first one real-
izes the torque profiles of Figures 9(a), 10(a), and 11(a)

200
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Figure 5. Spring torque profiles and joint torques.

Table 2. Comparison of average absolute actuator torque for each joint.

No spring Optimal linear spring Optimal nonlinear spring

]Tfor |u(®)] df (Nm) u up us u up us U up u3

Initial trajectory 0.139 5.16 1.58 0.159 0.647 0.642 0.153 0.254 0.467
Optimal trajectory 0.0152 2.12 0.748 0.127 0.316 0.271 0.0907 0.102 0.109
calculated by shifting the torque profiles of Section 5 action of the two mechanisms achieves the torque profiles
vertically so that the torque is strictly positive. A reduc- of Section 5. The shape of the spool synthesizing the
tion ratio is introduced between the joint and the spool to shifted torque profiles are shown in Figures 9(b), 10(b),
adjust the rotation range of the spool. The second mecha- and 11(b). See [36] for the design and realization of the

nism realizes a constant spring, so that the antagonistic constant springs.
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Figure 6. Torque profile of the first nonlinear spring (Figure 5(a))
for different values of 4;. By changing the parameter A, we
can adjust the nonlinearity of the spring. The solid line,
corresponding to A; = 0.2, is the same torque profile as in
Figure 5(a).
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Figure 7. Imposing local constraints on the stiffness of the first
nonlinear spring (Figure 5(a)). Red dash-dotted tangents show
the active constraints and blue dotted tangents show the
inactive constraints.

Figure 8. Nonlinear spring mechanism. The spool is rigidly
attached to the upper link in O and the tip of the linear spring
is attached to the lower link in A.

As explained in [36], the size of the spool mecha-
nism can be scaled up or down by changing several
design parameters such as the stiffness of the linear
spring. Therefore, we can freely adjust the size of the
spool mechanism to adapt it to the size of the robot. As
an example, in Figure 6 of [36], we showed that a same

nonlinear spring can be synthesized by several noncircu-
lar spools which maximal radius range from 93 mm
down to 19 mm.

7. Discussion

An important point of the methodology proposed in this
paper is the use of an Hermite interpolation to parameter-
ize the torque profiles of the nonlinear springs. As a
result, the cost function is a quadratic in the spring
parameters, which makes it possible to express the opti-
mal spring parameters as a function of the trajectory
parameters. Furthermore, as mentioned in Section 3, this
method automatically gives continuity of the torque and
its derivative at the nodes.

The continuity of the torque and its derivative,
though, are not mandatory from a physical point of view
since it is possible to build springs mechanisms which
exhibit (discontinuous) piecewise C' functions. Theoreti-
cally, piecewise C! functions might lead to better perfor-
mances since the set of C' functions is included in the
set of piecewise C' functions. However, the technical
realization of springs with discontinuous force profiles
requires specific mechanisms, so the trade-off between
performances and simplicity of realization of the springs
should be considered. What is more, the heavier the
mechanism used to realize a nonlinear spring, the more
it is likely to impact the dynamics of the robot and pos-
sibly degrade the performances.

In Section 4.2, we showed that the springs can be
designed more or less linear by adding to the cost func-
tion a term quadratic in the spring parameters. As shown
in Table 2, nonlinear springs lead to better performances,
but they have the drawback of being more complicated to
realize than linear springs. There is a trade-off between
performances and simplicity of realization of the springs.

The results of this research aim at improving the
energy efficiency of robots working on production lines.
Therefore, we consider a robot that always repeats a
same trajectory to achieve a task such as picking or
assembling. If we want to change the task of the robot,
we first calculate the optimal trajectory and optimal non-
linear springs related to this new task, then replace the
nonlinear spring mechanisms of each joint with the new
ones. Since the spring mechanisms work in parallel with
the actuators of the joints, they can be easily replaced
without changing the structure of the robot itself.

8. Conclusions

In this paper, we proposed a method to simultaneously
design the trajectory of a robot and the torque profiles of
nonlinear springs acting in parallel with the actuators in
order to minimize the average actuator torque. We first
expressed the trajectory and the torque profiles of the
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Figure 11. Realization of spring 3 with a noncircular spool mechanism.

springs using a third-order Hermite interpolation, and
used the interpolation points as the design parameters.
We showed that the cost function is a quadratic function
of the spring parameters, and expressed the optimal
spring parameters as a function of the trajectory parame-
ters. We defined a cost function at optimal spring design
which depends only on the trajectory parameters. We
used an SQP algorithm to find an approximate solution of

the optimal trajectory. We showed that the nonlinearity of
the springs can be adjusted by adding to the cost function
a weighting matrix G, and that it is possible to add local
constraints on the stiffness of the springs. As an example,
we proposed the optimal design of a three-DOF serial
manipulator. Several constraints were set on the position
of the manipulator for given time domains, while the
algorithm was let free to optimize the unconstrained parts
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of the trajectory. The results showed that a significant part
of the overall joint torque was provided by the nonlinear
springs resulting in a decrease in the average actuator tor-
que required to drive the robot. We showed that the non-
linear springs calculated in this paper were technically
realizable using a noncircular cable spool mechanism.
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Notes
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to optimize spring torque profiles with many interpolation
nodes). However, since we want to design springs which
can be realized technically, we usually use a small N (smal-
ler than 8) in order to obtain smooth torque profiles.
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